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Evaluation also should be conducted at different levels within an
organization or agency. Possible levels of evaluation include:

o Volunteer efforts
e The volunteer program itself
o The program within which the volunteer program functions

o Team efforts of volunteers and paid staff

Defining outcomes evaluation

Outcomes evaluation is the way we demonstrate the actual measurable
changes that our volunteer program has brought to the community
and the clients we serve. As evaluation of a program’s outcome has
become more important in our field, new words have entered our
professional vocabulary related to evaluation. To help you become
more familiar with the terminology, here are some terms we will use
throughout the book and their definitions. These terms on are being
used by the National Senior Service Corps, Corporation for National
Service programs in evaluating Foster Grandparent, Senior Compan-
ion, and Retired and Senior Volunteer Program impact.

Fvaluation Terms

Inputs: Inputs are the resources a project applies to create or sustain a
service effort. Inputs include the number of volunteers providing
the service, hours of service devoted to the activity and the
[financial resources expended on the activity.

Example: In Clark County, six RSVP volunteers are calling
parents of children who have been absent from school, unexcused,
for two or more days. The volunteers spend a combined average of
10 hours a week on the project.

Accomplishments: Accomplishments are the next level. They are
what got done (or what is getting done in the case of an ongoing
service activity). They are the outcomes of the services volun-
teers provide. Accomplishments include the number of persons
helped, the amount or number of something created (e.g.,
started 51 citizen patrols), or the extent to which a program
has been expanded.

Example: In Clark County, six RSVP volunteers are calling
parents of children who have been absent from school, unex-
cused, for two or more days. The volunteers spend a combined
average of 10 hours a week on the project. Since implementa-

tion in January, the volunteers have called more than 60 familses.

The result of
evaluation is
organizational
learning.
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Impacts: Impacts represent the ultimate, but also most elusive,
level of data collection. Impacts are actual measurable changes
in the community and clients that occur as a result of the
service. Impacts are measures of effectiveness.

Example: In Clark County, six RSVP volunteers are calling
parents of children who have been absent from school, unex-
cused, for two or more days. The volunteers spend a com-
bined average of 10 hours a week on the project. Since
implementation in January, the volunteers have called more
than 6O families. Absenteeism at the school has decreased by an
average of 30 percent since implementation, compared to the
absenteeism rate over the previous three years.

Service Stories: Service Stories are a subcategory of impact. Ser-
vice Stories are narrative descriptions of volunteer accomplish-
ments and the impact of those accomplishments on the
human beings and institutions whom they serve. Service
stories emphasize the impact of a program on an individual
service recipient (not the volunteer).

Example: Tom Kline has been receiving Senior Companion
assistance for four years. When Companion Beatrice Parks
started visiting Tom in 1991 he was bedridden, depressed and
very irritable. When Beatrice first entered the house, Tom
greeted her with a cold, “I don’t know you.” Soon, however,
Beatrice was able to break through the ice and get Tom to sit up
more and play games.

She provided support by fixing meals and writing letters for
Tom. In a few weeks she was able to get him out of bed. He
. started to walk around the room and was able to bathe himself
for the first time in months. Now Tom has a new outlook on life,
and family members credit Beatrice with bringing the attitude
change that has made Tom more independent and less irritable.

Customers or Stakeholders: Customers or Stakeholders are those
individuals and groups your organization depends upon, and
therefore must satisfy, to fulfill their mission. Primary custom-
ers are the people who receive your services. Supporting
customers include staff, participants, host sites, community
residents, board members and funders.

“Programming for Impact: Making a Difference in American Communities” guide published by the
National Senior Service Corps, Corporation for National Service, Washington, D.C. 1996.



Types of Evaluation

Outcomes evaluation is based on a plan. What is to be evaluated,
the criteria for measurement, the methods used, and how the results
will be used are predetermined parts of an evaluation plan. Most
volunteer programs are evaluated both while they are going on and
after they have concluded.

When you monitor a program’s process throughout its implementa-
tion, you are conducting a formative evaluation. Is the program
being carried out according to plan? Are there modifications or
refinements that will improve the chances that your program will
achieve its desired results? When you conduct your evaluation at the
same time you are implementing your program, you can gather
timely data from clients and participants, provide immediate feed-
back to service providers and participants, and conduct simulta-
neous planning for future program efforts (Fisher & Cole, 1993).

Summative evaluation usually occurs at the conclusion of a project
or program, when you can make a complete summary statement of
the outcomes you achieved. Although results and outcomes are its
chief focus, a summative evaluation also describes the resources and
the process used by a particular program. Fund-raisers, administra-
tors, board members, volunteers and clients may use summative
evaluation information to learn whether a program has achieved its
purpose, was cost-effective, and has promise of continuation.
Carefully designed evaluations include both formative and
summative assessments (Fisher & Cole, 1993).

Who Conducts Outcomes Evaluation?

Evaluation is not the exclusive domain of skilled consultants—it is
everybody’s job. Evaluation is a collaborative, ongoing activity
involving people working at all levels in the volunteer organization.
Partners in evaluation include:

Volunteers

Paid supervisory staff

Other paid staff not directly involved in the volunteer
program’s day-to-day operations
Volunteer coordinator

Outside experts

Administrative decision makers
Community representatives
Board members

Consumers of your services
Students and interns

Carefully designed

evaluations include both
(i) formative and

(i1) summative
assessments

13





















20

"It is essential that
the Volunteer
Center-a conduit
through which
volunteers can be
involved in
meeting
community needs-
be able to
demonstrate that
we do serve that
vital purpose to the
best of our ability
and resources."”
Jackie Sinykin, Executive

Director, The Volunteer
Center, St. Paul, Minnesota

How and Where Do You Fit In?

The shift to a results or outcomes orientation can pose obstacles.
One key to overcoming problems is to establish an outcomes
development process that involves key people working through the
difficulties together. This engenders a shared commitment to
actually use results and make the approach pay off.

Outcome-based evaluation and measuring for impact can be a
special challenge for volunteer program managers coordinators
because of the nature of voluntary action. The relationship volun-
teers have to an organization and its services often puts them
“outside the loop” when it comes to program planning for out-
comes. The way volunteers are integrated into your organization or
agency is crucial to your evaluation efforts.

As you set program goals, ask yourself how your organization views
volunteers. What is their role in your organization; where do they

fit in? Are they considered integral to the organization or a conve-

nient “add on” to services provided?

In some organizations, the volunteer program may not be directly
connected to the services provided. For example, Retired and
Senior Volunteer Programs (RSVP) are expected to know the
impact their referred volunteers have on clients who are placed in
various agencies in the community. How do you measure outcomes
when volunteers are working through other human service providers
who have different management systems and approach evaluation
from potentially very different perspectives? In these cases, identifi-
cation of outcomes may vary by organization, and different stan-
dards or criteria may be placed on the achievement of program
outcomes. How then, do RSVP administrators evaluate outcomes
and report their findings to their constituencies?

In this scenario, one possibility might be for the RSVP program to
take the role of consultant, helping agencies incorporate outcome
measures into their volunteer program. Volunteer Centers find
themselves in similar situations.

When assessing volunteer involvement, there are several different
formulas you can use. To provide more uniform data that is better
suited for comparison, find the best method for your situation and
use it in your evaluation efforts.

Do agency heads and funders who have direct impact on your
volunteer program recognize the unique role of volunteers in your
agency? If evaluators can successfully show the added contributions
of volunteers to program efforts, by the assignment of a monetary
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Using multiple ways
to measure
outcomes will
increase the validity
of your
measurement
results.

Examples

To further illustrate the measurement of outcomes, here are three
examples of outcome objectives, outcome measures and perfor-

mance standards developed by the United Way of Greater Milwau-
kee: :

CLIENT FOCUS

Outcome Objective: Youth who remain in the mentoring program
for three months will have a positive, trusting relationship

with an adult.

Outcome Measure: Assessment of the relationship at three, six and
twelve months through a questionnaire administered by the
caseworker to the youth, parent and mentor.

Performance Standard: 80 percent of youth, 70 percent of mentors
and 75 percent of parents will express satisfaction and say they
benefited from the mentoring relationship.

VOLUNTEER FOCUS

Outcome Objective: Volunteer phone counselors will be well-
trained and feel prepared to provide direction when answering
calls on the hotline.

Outcome Measure: Telephone counselors” assessment of training
six months after participating in the program.

Performance Standard: 70 percent of the volunteers who have
answered calls for at least six months will report being satisfied
with the training and feeling well-prepared for the calls they
take.

PROGRAM FOCUS

Outcome Objective: Programs that request volunteer support will
receive qualified volunteers who are able to provide appropri-
ate services to people with disabilities.

Outcome Measure: Program directors follow-up survey.

Performance Standard: 80 percent of the programs requesting
support will report satisfaction with the quality of the volun-
teer and the provision of service.



Outcomes evaluation data requirements

No matter what source or type of measure you use the data for, your
assessment must be reliable, valid and credible. The United Way of
Greater Milwaukee (1994) discusses basic data requirements,

defines terms and provides examples of what measurements are
reliable, valid and credible in impact evaluation.

Reliable means that the results of using a measurement
tool are consistent and relatively free of error.

Suppose your program is a camp for emotionally disturbed children
and counselor observations are used to measure behavioral out-
comes such as camper cooperation. If one counselor rates Susie as
“2” on cooperation and another rates her a “5,” the measurement
results are unreliable because they are not consistent.

However, the reliability of the instrument can be improved. Basic
ways to increase reliability are to:

¢ standardize the conditions,
¢ structure the process of measurement, and
¢ add more observation or instances of measurement.

For example, the judgements of the two counselors could be ad-
justed or standardized. Counselors could receive instruction and be
given time to practice observing the same behaviors in the same way
so that their ratings would converge. Or, ratings could be obtained
from five or six staff members and all ratings could be averaged.
The average measurement result would be much more reliable than
any single result.

Valid indicates that particular data do measure
what they purport to measure.

For example, the camp counselors may agree that Wilma is a “3” on
cooperation (“cooperates about half the time”), when in reality, she
cooperates most of the time (a rating of “5”).

The results are reliable (consistent), but they are not valid. (Counse-
lor judgement is not a good way to measure cooperation.)

However, there are ways to improve validity. One is to use stan-
dardized professionally developed measurement instruments. The
other is to use a variety of ways to measure the same outcome. For
example, the camp program could use a professionally developed
observer form (one that more clearly identifies what the scale points
refer to), or train the counselors to observe and record behavior

There is a
better chance
of success

if there is a
clear target for

performance
standards
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When projecting
performance
standards, one
consequential factor
is the expected
degree of difficulty
in enabling or
supporting a person
to make a change.

more accurately. Or the camp could administer a test of coopera-
tiveness to the children to go along with counselor observations.
Using multiple ways to measure outcomes will increase the validity
of your measurement results.

Credible means that people (such as program staff and
Sfunding agencies) have confidence in your measures
and believe your results to be accurate.

Reliability and validity enhance measurement credibility. The more
credible your measure, the more likely people are to use your results
in program management decisions, program marketing decisions
and in program funding decisions.

But the information also has to relate to your program objective. If
your objective is to increase the social integration of older adults
and you measure the percentage of clients over 65 still living in their
own homes, you may have valid and reliable data, but you don’t
have a credible measure of program success. This provides another
incentive to keep in close touch with programs similar to your own
and to share resources such as reliable measurement instruments of
the same or similar outcomes. Similarly if your agency is affiliated
with a regional or national organization, check to see if it publishes
standardized instruments for measuring outcomes.

Another way to gain credibility is to justify your performance
standard.

Setting a clear performance standard

Once you have established your measure, it's important to set a
performance standard. The idea behind a performance standard is
simple. There is a better chance of success if there is a clear target.

A common reaction from people in social and human services is
that theirs is a "soft” area in which target specificity simply is not
possible. But it is possible as well as desirable to specify perfor-
mance standards for virtually all programs funded by United Way.
The following example is also adopted from Outcomes Funding™ (pp.
116-117) and illustrates how one program set its performance
standard.
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Impact is the
most effective,
yet often the
most elusive,
element.

For example, the statement "Ten volunteers will contribute 2,000
hours of service in the area of literacy in the coming year” describes the
amount of time that will be spent, where it will be spent, and how
many volunteers will participate. But it doesnt say what difference
the program will make.

Better: “Literacy tutoring by 10 volunteers will result in 10 percent
of students passing their GED tests by the end of one year.”

This tells us what difference the tutoring will make, but there
are many ways to answer that question that will be equally as
important or useful.

Best: the impact statement. “Ten RSVP literacy tutors helped 19
students pass GED exams since the program began six months ago; this
represents 8 percent of the students who started the program. One
student already has received a promotion, which he says is directly
related to his participation in the reading clinic.”

This really tells us what happened as a result of the volunteer
activities. In the first statement, those volunteers might have
contributed hours and hours of service, but until we know
what difference that service made, we could not answer “so
what?”

Choose your grounds

Of the three elements of impact evaluation—input, accomplish-
ments and impact—impact is the most effective, yet often the most
elusive, element. Sometimes, we have to settle for describing the
input and the accomplishment. Sometimes the impact is not as self
evident as we would like. In all cases, the following examples
demonstrate that there are many different ways to make a strong
case.

Emphasize the impact on the recipient/community
as opposed to the service provider

Eighteen retired volunteers teach more than 30 pregnant teenage
mothers how to perform basic child care tasks and counsel them on
drug abuse, spousal abuse, health care and other topics. Follow-up
studies indicated that parents who go through the program are
much less likely to have low-birth-weight or stillborn babies than
their peers.



Impact Evaluation Process

Community Need
Elementary school children
with 2 or more unexcused absences.

Impact Statement
Six RSVP volunteers
call parents of children

'mP‘i"'. with 2 unexcused absences. , |l1pU|'S
Absenteeism in Six RSVP volunteers
The volunteers spend a
the school has combined averaae of call parents of
decreased 30 percent J children with 2

) 10 hours a week on the project.
since the program Since September, 60 families unexcused absences.

started when The volunteers spend
have been called. P
compared to the an average of 10
previous hours a week on

Absenteeism in the school )
three years. the project.

has declined 30 percent since
the program started when
compared to the
previous three years

Accomplishment

Since September, 60 families have been called.

Developed by Rick Devich, Retired and Senior Volunteer Program of Minneapolis, 1996
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A typical evaluation report includes:

* A statement of the purpose and objectives of the evaluation The
program and client outcomes measured (along with standards of
measurement)

* A discussion of the evaluation design, data-gathering process
and the data analysis

*  Information on how, by whom, and when particular activities
in the evaluation plan were performed

*  Results of all the measures employed and of the data analysis.

When the data are quantitative, findings are presented in tables and
figures combined with an explanatory narrative. When the data are
qualitative, findings are presented in a narrative that includes quotations ‘
and descriptions of observations as illustrations (Fisher & Cole, 1993). i

Following the presentation of the evaluation goals, design, measurements ‘
and findings, the report continues with:

*  An interpretation of the findings
*  Conclusions drawn on the basis of the data presented
*  Recommendations

The conclusion section summarizes the findings as they relate to the
purpose and objectives of the evaluation, in this case, with regards to
outcomes or impact on clientele. Lastly, a series of recommendations is
provided for revising the program, if necessary, to be more effective in
developing future program initiatives (Fisher & Cole, 1993).

Share your success!

Sue Vineyard (1988) encourages us to celebrate our successes, and if a
program did not work, to keep trying. “After a program has been
evaluated, along with paid and non-paid staff, it’s time to sketch out
an overall map of achieved success along with opportunities for future
growth,” says Vineyard. '

Vineyard advises that we announce our successes and future service
outcomes in our newsletters and annual reports. We can also cel-
ebrate our successes through more informal recognition of individual,
team and corporate efforts.

Consider communicating results to larger audiences than may be your
typical experience. For example, write an article for The Journal of
Volunteer Administration, or give a presentation to a professional
association. Share results with fellow volunteer organizations that
seek to accomplish objectives similar to your own, with perhaps
different age groups or subject matter. You can even write a news
release and send it to your local or community newspaper.
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How will we obtain information about the indicators? (Method for gathering information)

What will tell us if we have reached our goal? (Level of outcome desired; i.e. percent of clients
attaining goal, etc.)
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“This useful guide is a valuable tool for
volunteer and service organization
directors to better express the
real impact Minnesota’s volunteers

have on our quality of life.”

Robert M. Jackson,
State Program Director
Corporation for
National Service/Minnesota
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